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HYLaP Talk Outline e =1 _

[J Extracting facts form scientific papers
- Text extraction from PDF
- Hybrid parsing with Heart of Gold on a Linux cluster

- Quriple extraction: simplified semantic (predicate argument)
structure per sentence

[J Storage in Apache Solr server (plus bib metadata and NEs), with
query expansion based on WordNet

[0 Quriples also for structured Question Answering (QA)

[0 Search and QA integration in HyLaP scientist's workbench
application (demo)
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HYyLaP Paper Parsing Infrastructure — i 2\

[0 ACL Anthology corpus subset of recent 6100 papers
(2002-08)

[0 PDF extraction from scratch based on PDFbox (ACL
Anthology text versions were not good enough)

[0 Additional postprocessing for better sentence extraction:
- unboxing
- de-hyphenation
- text cleaning
- removal of figures, tables, references, affiliation lines
- addition of proper bibliographic metadata from bibtex
- XML encoding/structuring
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HYLaP Hybrid Parsing B T

Parsing with Heart of Gold

[0 most of integration as in predecessor
project QUETAL:

« Tokenization (JTok)
« PoS Tagging (TnT)

+ Named Entitiy Recognition (SProUT
with LTWorld 2007 eXtenSionS) ChunkieRMRS

SDL cascade PET

0 PET with ERG as of May 2008 s
[0 new RASP module (wrapper) for
shallow fallback

RMRSmerge!

‘ Chunkie

PET XML
input chart
et

SDL cascade

0 deep parsing coverage: 63% ROy
avg. sentence length of parsed shallow “&L%sj shaow
sentences: 18.9 (abstracts)

0 with RASP fallback almost 100% HoG configuration for MRX output
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HYLaP Hybrid NLP Middleware = #  1_an®

[J Heart of Gold (http://heartofgold.dfki.de)

Component NLP Type Languages Implemented in
JTok tokenizer de, en, it,... Java

ChaSen Japanese morph. ja C

TnT statistical tagger de, en.,... C

Treetagger statistical tagger en, de, es, it,... C

Chunkie stat. chunker de, en,... C
ChunkieRMRS chunk RMRSes de, en XSLT, SDL/Java

SDL sub-architectures SDL/Java
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HYyLaP Quriple Extraction e

[]

[]

Qurdple = query-oriented triple/quintuple of subject,
predicate, dlrect object, indirect object, pp/modifiers

computed either from PET MRX or RASP RMRS

algorithm: intermediate transformation into isomorphic Java
objects (serialized; persistent) for efficient graph
manipulation and qurlple extraction (Java)

special handling of negation, passive, coordination

voting mechanism for 3 best readln? (according to
Redwoods) at quriple level (may collapse to 1)

WordNet synsets of predicates are computed offline

“ DELPH-IN Summit * 2009
German Research Center for Artificial Intelligence



HYyLaP Quriple Example 1 e

"We evaluate the efficiency and performance against the corpus.”
-> quriple:

SUB] We

PRED evaluate

DOBJ the efficiency and performance
OCMP -

ADJU against the corpus
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HYLAP Quriple Example 2: Coordination & e

"The system automatically extracts pairs of syntactic units from a
text and assigns a semantic relation to each pair."

-> introduce 2 quriples:

SUBJ The system SUBJ The system

PRED extract PREDassign
DOBJa semantic relation

OCMP to each pair
ADJUautomatically

DOBJ pairs of syntactic units
OCMP from a text
ADJU against the corpus
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HYyLaP Quriple Example 3: Passive = i 1 _an®

"Unseen input was classified by trained neural networks with
varying error rates depending on corpus type."

SUBJ trained neural networks with varying error rates depending
on corpus type

PRED classify
DOBJ unseen input
OCMP -

ADJU -
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HYyLaP Quriple Search: Example i _an®

[0 Quriple search (also used <doc>

<float name="score">1.2502118</float>

by structured QA with <date
QuantiCO)' /dnzime="tlmestamp">2009-01-27T10:46:38.4522
. </date>
. . <str name="aclaid">WO05-0814</str>
[0 Quriple search expression <int name="offset">198</int>

<int name="sentno">87</int>

"method improve baseline"  _in name="page">a</int>
iS translated to an Apache <str name="prefix">WO05-0814-s87-p4 </str>

<str name="qgen">PET</str>

Solr query <str name="sentence">0ur model and training
= ] method improve upon a strong baseline for
Su bJ . methOd + pred . producing 1-to-many alignments.

(improve OR ameliorate OR  </str>

<str name="subj">0ur model training method</str>

better OR meliorate) + <int name="subj_start">0</int>
. . <int name="subj_end">28</int>
(dObJ'basellne OR <str name="pred">improve</str>
iobj:baseline OR <int name="pred_start">30</int>
. <int name="pred_end">36</int>
rest: basellne) <str name="rest">upon a strong baseline for
producing 1-to-many alignments
[1 Answer example (1 out of </str>
. <int name="rest_start">38</int>
72) on the rlght <int name="rest_end">94</int>
</doc>
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HYLaP Grid-based Quriple Extraction — g (&%

ACL Anthology

BiB
A -

1.6 GB PDF

HoG Cluster
on GridEngine
with JTok,
TnT, SProUT,
RASP, PET

70 GB
NLP XML
annotation

NLP =

<P

MLP =

<P

NLF G

<P

MLP =

<P

700 MB Solr Blob (953 000 sentences/quriples)
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HYyLaP Demo System e s C

AIAMA Demo: In search of lost papers

Associative Information Access and Management Application

- Scientist's Workbench: document editing support for
knowledge workers

- Integrated quriple search and structured QA on full content
of 6100 scientific papers (ACL Anthology)

- Integration with QA servers and quriple data from papers as
source for structured QA, additional interface to open
domain QA (HyLaP-QA co-project)
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HYLaP

AIAMA Architecture
N

A

Python
Application
Server

AJAX

Open-domain
QA
Definition and
Biography
Retrieval

)

Online named entity
analysis enhanced
w/ ontology information

Ontology
concept
browser

AIAMA|/GUI — A scientist's\workbench

%) HyLap :: Web-based demonstr itor.- Mozilla Firefox

Datei Bearbeiten Ansicht Crrpnik Lesezeichen Extras Hilfe
Document Ontology Browser
) rote a aing

auun cen 210 L!nl rofessin his exd information available on

Jod ncudes four mains steps.

irsl ly he ' b ed to retrieve possible instances

of isa-patterns \epmled in the lite-ature. Then, the returned snippets are

fitered on the basis of lexico criteria (.. the candidate
hypernym must be expressed as a ni without complex modifiers).

further fitering st cangidate hypemyms compatble with the
mm en el angine mechaniam f avplied
el! ol he extraction nrethod
was evauate concepts of the Dp\lcal Recording domain. Moreover,

the reliability of isa->atterrs reported ir_the ure as predictors of
fsa-relations was assessed_by manually the template instances

remaining _after (@ filtering, for 3 concepts of the same
d f&yt e testing is needed the method appears
iefisho! ol sWortability across differen: domains. Related
Many works ha dered the problem of automaticaly bullding or
extendirg an starting from [ | 1992 5
1998) who first proposed to gather from texts the patterns
specific to a given relation. A similar appraach is emploved in (Girju et al., Search Results
2006) for the part-of relatior. Other authors propose different approaches.
For example,_n (K. Shin: 2005) the Tags of itemizaticn are 24 Quriples:
employed. (B et al., 2005) use © save and generalize the
contexts (EESNTINad-paths) where an isa-relation occurs. With this
method the authors can co¥\e their results with those obtained using a

subset of the pattems pyosed by | Finaly, the authors in
(sombatsrisomboon R. @ M., 20C3) propose to extract _the [of
\b

<

Text Input

Wiki-like Editor /="

) to generate dependercy parses of

mailwpdf

Search Quriples

N

LTWorld
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Structured QA,
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Quriple
Store
(Soalr)

[Subject [ase [Minpar N
[5] Aunw cate synomyms = LOB-1318: For this purpose, erwerm(, parser (Lin,
= Qurriple search
= NO7- We used the Mini-par parser (Lin 1993) to match DIRT patterns @ =
in the t -

Facts,
docs, links
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Quriple
extraction

N~

Heart of Gold Cluster (offline)
tokenization, SBR, PoS tagging,
named entity recognition,
shallow + deep parsing,
quriple extraction

ACL Anthology
AAN Michigan
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HYLAP From HyLaP to TAKE E—t

[ Last phase (year) of HyLaP: shift from personal memory to
eScience application

[1 Continue/elaborate work in follow-up project TAKE

[0 Improve results various stages of the extraction process
- PDF to text extraction (commercial tool or OCR integration)
- shallow-deep integration (new chart mapping interface)

- improve domain-specific handling: better integration of LT
World ontology (via SProUT) and automatic extension

- quriple extraction: cover more cases
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HYLaP e

More Info: http://hylap.dfki.de

(Questions?
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