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✩ extend and improve Scientist's Workbench by using more NLP
● improve semantic search in paper contents
● new application: typed citation analysis (+ demo)

✩ research focus 
● multi-word term extraction as preparation step
● automatic ontology learning and extension from text
● coreference resolution as auxiliary technology to 

increase redundancy and robustness

✩ corpus: ACL Anthology (initially 6300 CL/LT conference and 
workshop papers, now extended to 8500,  including CL Journal 
2002-2009)

NLP for Science Information Systems            
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Semantic Search Index Generation
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TAKE Scientist's Workbench

Semantic Search in 6300 ACL Anthology papers
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Semantic Search in 6300 ACL Anthology papers

TAKE Scientist's Workbench



6th  DELPH-IN Summit • Paris • July 2010 
German Research Center for Artificial Intelligence

Term
Extraction

Ontology
Extraction &
Population

PDFtoText
Extraction

ACL
Anthology

Corpus

Typed Citation
Analysis

Hybrid Sentence Analysis: 
PoS, named entity recogn.,

shallow+deep parsing

Semantic
Search

SIS
application

Coreference 
Analysis

NLP for Science Information Systems            



6th  DELPH-IN Summit • Paris • July 2010 
German Research Center for Artificial Intelligence

Motivation for Term Extraction: Automatic 
Ontology Extraction/Learning/Population

Example: the following two contiguous paragraphs from N04-1022  
contain four definitions

"Word Error Rate (WER) is the ratio of the string-edit distance between the 
reference and the hypothesis word strings to the number of words in the 
reference. String-edit distance is measured as the minimum number of edit 
operations needed to transform a word string to the other word string.

Position-independent Word Error Rate (PER) measures the minimum 
number of edit operations needed to transform a word string to any 
permutation of the other word string. The PER score (Och, 2002) is then 
computed as a ratio of this distance to the number of words in the reference 
word string."

→ convert to RDF using hybrid NLP
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Term extraction method

✩ We adapted the method from Frantzi, Ananiadou & Mima 
(2000) to our corpus. 
It uses frequencies of 2-,3-,4-grams with special emphasis on 
contained n-grams

✩ Very good results when based on the recently extracted texts

✩ The quality of the raw text extracted from PDF matters,
e.g. bad results from Omnipage (hyphenation problems etc.)

✩ Future extensions: shallow parsing, named entities

✩ Evaluation against external source: Jurafsky & Martin 2007: 
Speech and Language Processing Introduction, electronic draft

– multiwords from border texts

– same term extraction method on full book text   
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Evaluation against Terms in Jurafsky Book
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Term Extraction as Preparation for Automatic 
Ontology Extension/Learning/Population

Ongoing experiments: clustering document sets for sub-domains 
to extract important terms for main research fields (e.g. "statistical 
machine translation"), finding suitable cluster sizes

– by ACL Anthology Network citation graphs: depth 2,3,4

– by workshop/conference session title
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✩ Semantic Search and Citation Sentiment Analysis would benefit 
from resolved pronouns, synonyms etc.

– Semantic Search: replace pronouns etc. in follow-up 
sentences by antecedent → more robustness, redundancy

– Citation Type Analysis: also include follow-up sentences with 
e.g. pronouns to compute sentiment more reliably

✩ Not only pronouns – coreference resolution itself also has to rely 
on ontology information (multi-word terms!):
"For all performance metrics, we show the 70% confidence interval with 
respect to the MAP baseline computed using bootstrap resampling (Press 
et al., 2002; Och, 2003). We note that this significance level does meet 
the customary criteria for minimum significance intervals of 68.3% (Press 
et al., 2002)." [N02-1022]

Coreference Resolution - Motivation

http://www.aclweb.org/anthology-new/N/N04/N04-1022.pdf
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Coreference Annotation: Preliminary Figures
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Pronoun Resolution: A first result with BART

(tp: true positives; fp: false positives; fn: false negatives).

"citation": result on pronoun resolution in a 3-sentences window 
for citation sentences

Corpus: 63 papers of ACL Anthology for training + 12 for testing
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Scientific Authoring Support: 
A Tool to Navigate in Typed 

Citation Graphs

Ulrich Schäfer

DFKI Language Technology Lab, Saarbrücken

Uwe Kasterka

Computer Science Dept., Saarland University
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Typed Citation Analysis: 5 Categories           

✩ Agree: The citing paper agrees with the cited paper

✩ PRecycle: The citing paper uses an algorithm, tool, method 
                from the cited paper

✩ Negative: The paper is cited negatively/contrastively

✩ Neutral: The paper is cited neutrally

✩ Undef: impossible to determine the sentiment of the citation
           (fallback)
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Citation Classification Method

✩ Blend of methods to collect verbal and non-verbal patterns (cue 
words):

– WordNet synonyms and antonyms (the latter for increasing 
number of patterns for negative citations)

– DiMarco/Garzone list devised for biomedical texts; largely 
applicable to computational linguistics

– Negating positive cue words

– Using automatically extracted cooccurrences (Ted 
Pedersen's cooccurrence tool) on citation sentences

– Inspection: browse and filter cue words manually
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Evaluation

 Graph building:
 10821 links shared with ACL Anthology Network (AAN; Radev et al 

2009)
 3883 in AAN not recognized by us, 1021 by us not in AAN
 Different subsets, no gold data for publications outside ACLA

 Citation classification
 Evaluation on 100 citations
 30% correct (90% undef are neutral, negative unreliable @33%, 

neutral: 60% correct, Precycle 33%, Agree 25% 
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Classification Workflow & Application

BibTeX files PDF files

BibTeX2XMLBibTeX2XML PDF-to-text conversionPDF-to-text conversion

sentence splittersentence splitter ParsCitParsCit

citation type classifiercitation type classifier

typed citation graph buildertyped citation graph builder

ParsCit output mergerParsCit output merger

extended ParsCit outputextended ParsCit output

citation graph navigation appletcitation graph navigation applet citation sentence viewercitation sentence viewer

  scholar papers  scholar papers

postaggerpostagger

WordNetWordNet

coocc.-toolcoocc.-tool

Application Application
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ParsCit Output Extended with ACL
Document ID and Citation Types

<citation sentiment="negative" valid="true">
  <title>Local textual inference: can it be defined or circumscribed</title>
  <rawString>Annie Zaenen, Lauri Karttunen, and Richard S. Crouch. 2005. Local 

textual inference: can it be defined or circumscribed? In ACL 2005 Workshop 
on Empirical Modeling ofSemantic Equivalence and Entailment.</rawString>

  <marker>Zaenen, Karttunen, Crouch, 2005</marker>
  <authors>
    <author>Annie Zaenen</author>
    <author>Lauri Karttunen</author>
    <author>Richard S Crouch</author>
  </authors>
  <aclId>W05-1206</aclId>
  <date>2005</date>
  <booktitle>In ACL 2005 Workshop on Empirical Modeling of Semantic Equivalence 

and Entailment</booktitle>
  <scores Agree="0.0" PRecycle="0.0" negative="0.021" neutral="0.0"/>
  <contexts>
    <context position="7150" sentiment="negative">
      <scores Agree="0.0" PRecycle="0.0" negative="0.021" neutral="0.0"/>
      <text>urnstile at Stockwell subway station. (2) The documents leaked to 

ITV News suggest that Menezes walked casually into the subway station. This 
example contains an &amp;quot;embedded contradiction.&amp;quot; Contrary to 
Zaenen et al. (2005), we argue that recognizing embedded contradictions is 
important for the application of a contradiction detection system: if John 
thinks that he is incompetent, and his boss believes that John is not </text>
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Automatic Citation Classification

Current numbers out of a total 
of 91419 citations:

✩ Agree: 3513 (3.8%)

✩ Agree, Neutral: 2020 (2.2%)

✩ Negative: 1147 (1.2%)

✩ PRecycle: 10609 (11.6%)

✩ PRecycle, Agree: 1419 (1.6%)

✩ PRecycle, Agree, Neutral: 922 
(1.0%)

✩ PRecycle, Neutral: 3882 
(4.2%)

✩ Neutral: 13430 (14.7%)

✩ undef: 54837 (60.0%)
Sentiment
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TeeCeeGeeNavigator: Citation Graph Layout
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Citation Sentence Context and PDF Highlighting
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Future Work

✩ Incorporate results from deep parsing in coreference resolution, 
ontology extraction, citation classification

✩ Re-parse extended corpus with FSC-PET, improved shallow-deep 
integration

✩ Increase coverage on long sentences by pre-structuring with 
Stanford Parser

...
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