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Take the pink piece and put it on the 
blue block to the left of the grey piece.
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Place purple prism on blue block left to the gray prism.

Wednesday, July 16, 14



SemEval 2014 Task 6

move the pink prism on the left side on the gray prism
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Robot Control Language

(event:
  (action: move)
  (entity:
    (color: magenta)
    (type: prism))
  (destination:
    (spatial-relation:
      (relation: left)
      (entity:
        (color: gray)
        (type: prism)))))
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SemEval 2014 Task 6

• Translate NL commands into RCL

• Context-aware spatial planner for validation

• 2500 training examples, 909 held-out

• Tightly controlled problem domain

• Uncontrolled NL vocabulary,
  but small in practice.

• 6 teams with various methods
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UW-MRS entry
• Parse commands with the ERG (with robust 

bare NP rule and a few extra lexemes)

• 99% coverage!

• Hand-written rules crawl the MRS, 
producing RCL

• Reject some analyses (e.g. move/NN)

• Validate with the planner

• Highest ranked successful translation wins
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Refining the rules
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Figure 3: Tuning the MRS-to-RCL conversion
system by tweaking/adding rules. Development-
set accuracy was only checked occasionally during
rule-writing to avoid over-fitting.

salient difference is the treatment of predicates
that are not found in their respective lookup tables.
Whereas unknown command predicates default to
the most common action move, unknown entity
types cause conversion to fail (on the theory that
an incorrect parse is likely), and unknown modi-
fying spatial relations are simply dropped.1

3.2 Polishing the Rules

I split the 2500 task-supplied annotated commands
into a randomly-divided training set (2000 com-
mands) and development set (500 commands).
Throughout this work, the development set was
only used for estimating performance on unseen
data and tuning system combination settings; the
contents of the development set was never in-
spected for rule writing or error analysis pur-
poses. Although the conversion architecture out-
lined above constitutes an effective framework,
there were quite a few details to be worked
through, such as the construction of the lookup ta-
bles, identification of cases requiring special han-
dling, elimination of undesirable parses, modest
extension of the ERG, etc. An automated error-
analysis script which performed a fine-grained
comparison of the synthesized RCL statements
with the gold-standard ones and agglomerated the
most common error types was invaluable. The
process of polishing the system in this man-
ner took about two weeks of part-time effort;
I maintained a log giving a short summary of
each tweak (e.g. “map center n of rel

1If the spatial relation is part of a mandatory
destination: clause, this can also cause conversion to
fail.

to type: region”). These tweaks required
varying amounts of time to implement, from a few
minutes up to perhaps an hour; system accuracy as
a function of the number of such tweaks is shown
in Figure 3.

3.3 Anaphora and Ellipsis

Some commands use anaphora to evoke the iden-
tity or type of previously mentioned entities. Typ-
ically, the pronoun “it” refers to a specific entity
while the pronoun “one” refers to the type of an
entity (e.g. “Put the red cube on the blue one.”).
Empirically, the antecedent is nearly always the
first entity: clause in the RCL statement, and
this heuristic works well in the system. A small
fraction of commands elide the pronoun, in com-
mands like “Take the blue tetrahedron and place
in front left corner.” In principle these could be
detected and accommodated through the addition
of a simple mal-rule to the ERG (Bender et al.,
2004), but in the interest of simplicity my system
simply ignores them.

4 Robustness

If none of the analyses produced by the ERG re-
sult in coherent RCL statements, the system pro-
duces no output. On the one hand this results
in quite a high precision: on the training data,
96.75% of the RCL statements produced are ex-
actly correct. On the other hand, in some scenar-
ios a lower precision result may be preferable to
no result. The ERG-based system fails to produce
any output for 3.1% of the training data inputs,
a number that should be expected to increase for
unseen data (since conversion can sometimes fail
when theMRS contains unrecognized predicates).
In order to produce a best-guess answer for

these remaining items, I employed the Berkeley
parser (Petrov et al., 2006), a state-of-the-art data-
driven system that induces a PCFG from a user-
supplied corpus of strings annotated with parse
trees. TheRCL treebank is not directly suitable as
training material for the Berkeley parser, since the
yield of an RCL tree is not identical to (or even
in 1-to-1 correspondence with) the words of the
input utterance. In the interest of keeping things
simple, I produced a phrase structure translation
of the RCL treebank by simply discarding the ele-
ments of the RCL trees that did not correspond to
any input, and inserting (X word) nodes for in-
put words that were not aligned to any RCL frag-
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Robustness

• Dev data: around 3% no output

• Fall back to Berkeley parser (RCL is not 
quite PST, but with slight massaging…)

• Held-out data: ERG coverage only 91%!
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Results
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Figure 4: Automatic phrase structure tree transla-
tion of the RCL statement shown in Figure 1.

ment. The question of where in the tree to insert
these X nodes is presumably of considerable im-
portance, but again in the interest of simplicity I
simply clustered them together with the firstRCL-
aligned word appearing after them. Unaligned in-
put tokens at the end of the sentence were added
as siblings of the root node. Figure 4 shows the
phrase structure tree resulting from the translation
of the RCL statement shown in Figure 1.
Using this phrase structure treebank, the Berke-

ley parser tools make it possible to automatically
derive a similar phrase structure tree for any input
string, and indeed when the input string is a com-
mand such as the ones of interest in this work, the
resulting tree is quite close to an RCL statement.
Deletion of the X nodes yields a robust system
that frequently produces the exact correct RCL,
at least for those items where only input-aligned
RCL leaves are required. The most common type
of non-input-aligned RCL fragment is the id:
clause, identifying the antecedent of an anaphor.
As with the ERG-based system, a heuristic select-
ing the first entity as the antecedent whenever
an anaphor is present works quite well.
Improving the output of the statistical system

via tweaks of the type used in the ERG-based sys-
tem was much more challenging, due to the rel-
ative impoverishedness of the information made
available by the parser. Accurately detecting situ-
ations to improve without causing collateral dam-
age proved difficult. However, the base accu-
racy of the statistical system was quite good, and
when used as a back-off it improved overall sys-
tem scores considerably, as shown in Table 5.

5 Results and Discussion

The combined system performs best on both por-
tions of the data. Over the development data, the

Dev Eval
System P R P R

MRS-only (−SP) 90.7 88.0 92.1 80.3
MRS-only (+SP) 95.4 92.2 96.1 82.4
Robust-only (−SP) 88.2 88.2 81.5 81.5
Combined (−SP) 90.8 90.8 90.5 90.5
Combined (+SP) 95.0 95.0 92.5 92.5

ERG coverage 98.6 91.0

Figure 5: Evaluation results. ±SP indicates
whether or not spatial planning was used. The ro-
bust and combined systems always returned a re-
sult, so P = R.

MRS-based system performs considerably better
than the robust statistical back-off system in isola-
tion. This is partly due to the use of spatial plan-
ning in the MRS-based system; without spatial
planning, the statistical system achieves a slightly
higher recall than the MRS-only system on all
three datasets. However, the MRS-only system
has a higher precision — markedly so on the held-
out evaluation data. This is consistent with previ-
ous findings combining precision grammars with
statistical systems (Packard et al., 2014).
ERG coverage dropped precipitously from

roughly 99% on the development data to 91%
on the evaluation data. This is likely the major
cause of the 10% absolute drop in the recall of the
MRS-only system. The fact that the robust sta-
tistical system encounters a comparable drop on
the evaluation data suggests that the text is qual-
itatively different from the (also held-out) devel-
opment data. One possible explanation is that
whereas the development data was randomly se-
lected from the 2500 task-provided training com-
mands, the evaluation data was taken as the se-
quentially following segment of the treebank, re-
sulting in the same distribution of game-with-a-
purpose participants (and hence writing styles) be-
tween the training and development sets but a dif-
ferent distribution for the evaluation data.
Dukes (2014) reports an accuracy of 96.53%,

which appears to be superior to the present sys-
tem; however, that system uses more training data
than was available for the shared task, and aver-
aged scores over the entire treebank, making direct
comparison difficult.
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(P/R: MRS-only can produce no output sometimes)

Exact match
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Results
… and it won (by a lot)!

Thank you!

Team Approach Score

UW Rule-based + Statistical back-off 92.50

AT&T Statistical 87.35

Groningen CCG 86.80

Gothenburg Hand-built DCG 86.10

KU Leuven CCG 71.29

UWM Statistical 45.98
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