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“ It’s a precision grammar,
not a recall grammar.

”
Glenn Slayden

ERG Flickinger [2000, 2011] on edited English: 92-96%

Unedited English or edited un-English (e.g. spontaneous
speech, Twitter, headlines): lower
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robustness:
The ability to produce an analysis even when the input
utterance is not well-formed

! errors in the grammar

! errors in the utterance

! playful language

! etc.
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Degrees of Robustness

Regardless of how ill-formed the input is?

! A longed-haired cat with it’s eyes closed.

! A women laying across two men sitting on a sofa.

! Two sheep on to of a cliff looking at the camera.

! What the what?! ?: Voice of Charlie Brown arrested,
charged. ?

! The the slowly dog slept.

! 000fe10: 2d36 2d32 3031 3320 3134 3a32 383a 3234
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Yi Zhang’s jigsaw

Induce a PCFG from...

! Gold treebanks ( 100k sentences)

! WikiWoods ( 50m sentences)

! Level of robustness depends on amount of training data
and fanciness of PCFG labels

Output: a derivation tree . . . that usually doesn’t unify
successfully.
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Robust Unification

Ideas of Stephan Oepen et al., unpublished(?)

! When two types at the same path have no GLB,
unification normally fails

! Instead, pretend they do have a GLB – pick something
(typically one or the other input type) and keep going

! Allow cyclic feature structures by fiat

Output: a feature structure . . . that may not be
formally well-formed . . . but generally contains a
comprehensible MRS
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jigsaw + robust unification

Putting those together . . .

! get an MRS for any input in the scope of the PCFG

! easy to pick PCFG settings leading to 100% coverage∗

! . . . harder to get good quality and coverage
simultaneously



Robust Parsing in
ACE

Woodley Packard

References

csaw: The dog slept the cat.

sb-hd mc c

sp-hd n c

the 1
the

n sg ilr

dog n1
dog

hd-aj int-unsl c

v pst olr

sleep v1
slept

np adv c

sp-hd n c

the 1
the

w period plr

n sg ilr

cat n1
cat.
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csaw: I believe the quickly dog slept.

sb-hd mc c

hdn bnp-qnt c

i
i

hd-cmp u c

v n3s-bse ilr

believe v1
believe

sp-hd n c

the 1
the

aj-hdn norm c

aj-hd int c

quickly adv1
quickly

hd xcmp c

v n3s-bse ilr

dog v1
dog

w period plr

v pst olr

sleep v1
slept.
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Integrating

! Accuracy of csaw is less than full ERG

! Typical usage pattern: run ACE, then CSAW on
out-of-coverage subset

! Large code overlap with ACE for preprocessing, lexical
parsing, token mapping

! ... not optimal



Robust Parsing in
ACE

Woodley Packard

References

Integrating: ACE 0.9.23

PCFGs for ERG-1214:
http://sweaglesw.org/linguistics/csaw/download/

! --pcfg=something.pcfg command-line option

! Parse with CSAW and ERG, and some hybrid edges

! Maxent model picks winner



Robust Parsing in
ACE

Woodley Packard

References

Integrating: ACE 0.9.23

PCFGs for ERG-1214:
http://sweaglesw.org/linguistics/csaw/download/

! --pcfg=something.pcfg command-line option

! Parse with CSAW and ERG, and some hybrid edges

! Maxent model picks winner

! ... evaluation soon
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