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Computational	Overview		
for	a	Corpus	of	Abui	[abz]	
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Abui	Verb	Inflectional	Classes	

	
• Verbs	combine	with	different	prefix	series	(Conditions	I-IV)	
• RQ:	Are	the	classes	semantically	coherent?	
• Only	~10%	of	the	corpus	is	glossed	
• We	segment	and	gloss	words	automatically	(as	verbs)	
•  By	applying	lexical	rules	learned	from	the	glossed	portion	

• Then	we	look	at	prefix-verb	cooccurrences	in	the	entire	corpus	
• …and	compare	what	we	find	in	the	collected	corpus	with	a	curated	
(elicited)	set	
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System	overview	



Verbs	in	the	IGT	corpus	

Verb	tokens	 Verb	types	

Originally	Glossed	 8,609	 2,712	

Autoglossed	 96,876	 4,642	

Combined	 105,485	 5,939	
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Comparison	with	curated	set	
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Mismatch	analysis	
Type	1:	
Gaps	in	
collected	
corpus	
	
	
	
Type	2:	
Gaps	in		
curated	
set	
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Takeaways	
• The	system	helped:	
•  Identify	mistakes	in	the	IGT	corpus	
• Hypothesize	one	previously	unknown	verb	class	
• Hypothesize	new	members	for	known	classes	

• System-related	issues:	
•  Tagging	nouns	as	verbs	
•  Understandable	in	Abui!	
•  Lack	of	phonological	normalization	


