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Research Question

Drawing on the linguistic information encoded in interlinear glossed
text and stored syntactic analysis from a grammar customization
toolkit, can machine-readable grammars can be automatically
generated by inferring lexical, morphological and syntactic
properties about the language from existing linguistic corpora?
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My Contributions

basil: Building Analyses from Syntactic Inference in
Low-resource languages

Integrate existing inference modules into a single system

Add modules for additional phenomena

End to end testing on 9 development and 5 held-out languages
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AGGREGATION Pipeline
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Enriched Xigt

(Goodman et al., 2015; Georgi, 2016)
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Grammar Specification

(Bender et al., 2010)
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Grammar

(Bender et al., 2002, 2010)
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Previous AGGREGATION Grammar Inference

Morphotactic inference with MOM (Wax, 2014; Zamaraeva,
2016; Zamaraeva et al., 2017)

nouns, verbs

Syntactic inference
word order (Bender et al., 2013)
case system (Bender et al., 2013; Howell et al., 2017)
transitivity, case-frame (Bender et al., 2014; Zamaraeva et al.,
2019)
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Grammar Inference with basil

Verbs (trans, intrans)

Nouns (pronouns, other)

Auxiliaries

Case-marking adpositions

Determiners

Features: PNG, TAM

Word order

Case

Argument optionality

Sentential negation

Coordination
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Development Languages
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Features inferred by basil

Phenomenon # possible values # targeted by inference

noun lexical entry 4 2

verb lexical entry 4 2

auxiliary lexical entry 6 4

adposition lexical entry 3 3

morphological rule 5 5

person 9 8

tense 2 1

word order 10 9

determiner order 4 4

auxiliary order 9 9

case system 9 3

argument optionality 18 15

sentential negation 41 23

coordination 12 11

total 135 98
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Data-Driven Development

Language [iso] Ambiguity

Abui 2195

Chintang 5562

Haiki 161

Lezgi 10419

Matsigenka 2333

Meithei 3722

Nuuchahnulth 265

Wambaya 4

Tsova-Tush 3418
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Held-out Languages
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Evaluation Metrics

lexical coverage – the proportion of sentences for which the
grammar has a analysis for each word in the sentence

parse coverage – the proportion of sentences the grammar
parses

correct predicate-argument structure – the proportion of
sentences for which there is a parse with the correct
predicate-argument structure

correct predicate-argument structure and semantic
features – the proportion of sentences for which there is a
parse with the correct predicate-argument structure as well as
the appropriate PNG and TAM features on those arguments

ambiguity – the average number of results per sentence that
parses
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Baseline Systems

Lexicon and morphological rules from MOM (Wax, 2014;
Zamaraeva, 2016; Zamaraeva et al., 2017)

Otherwise syntactically naive
broad-cov The grammar specifications expected to parse the
most sentences
typ The grammar specifications that are the typologically
most common
rand Grammar specifications chosen at random
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Results
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Results
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Ambiguity

Language basil broad-cov typ rand

Arapahoe [arp] 145 936 4 3
Hixkaryana [hix] 5642 15596 2 6
South Efate [erk] 126379 9759 2 4
Titan [ttv] 595 6201 2 1
Whaki [wbl] 10 26 1 2.5
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Conclusion

Developed a grammar inference system that starts with an
IGT corpus and produces a machine-readable, HPSG grammar

Developed algorithms based on a broad range of typologically
diverse languages, doing end-to-end testing on 9

Evaluated cross-linguistic generalizability on 5 previously
unconsidered langauges

Provide a starting point for broader coverage grammars
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