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Introduction
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PhD Candidate at NTU, Singapore

Roughly 1 year to finish

Topic: “Using Rich Models of Language in Grammatical
Error Detection” (English, Mandarin Chinese)

using the ERG as the base for an app helping engineering
students’ academic writing

develop Zhong to a point where it can help beginner
learners of Mandarin Chinese



Mal-Rules
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Definition (Schneider and McCoy, 1998):
Applicable to computational grammars (e.g. HPSG)

Hand-written rules that extend grammars

Increase coverage of the grammar

Allow the parsing of ungrammatical sentences

Uses:
Identify specific language errors

Able to reconstruct multiple possible meanings

Used for student feedback



Mal-Rule (Inflectional Rule)
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* These students buyed many books.
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Mal-Rule (SVA)
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* These students buys many books.

*Smal_subj_verb_agreement
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Multiple Corrections
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Reconstructing multiple possible intended meanings

NP[
MEANING this student
NUM singular

]

DP[
NUM singular

]

this

*Nmal_pl_noun_as_sg[
NUM singular

]

N[
NUM plural

]
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NP[
MEANING these students
NUM plural

]

*DPmal_this_as_these[
NUM plural
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NUM plural

]
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Multiple Reconstructions
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*Shead_subj_mal_rule_subj[
meaning: This student sleeps.

]
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meaning: These students sleep.

]

NP[
NUM plural

]

*DPmal_this_as_these[
NUM plural

]

this

N[
NUM plural

]

students

VP[
NUM plural

]

sleep



ERG & Automated Student Writing Support 9/28

ERG & Automated
Student Writing Support



NTUCLE
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NTU Corpus of Learner English (NTUCLE)

180 human tagged documents
course assignments
∼9.50k sents, ∼120k words

New tagging schema
based on other schemas (e.g. NUS, Cambridge)
53 error tags divided in 15 categories

6 annotators, course lecturers

∼800 documents ‘automatically annotated’
(growing every semester)



LCC Sentence Feedback
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LCC Document Feedback
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Automated Student Writing Support
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Collab. with Language and Communication Centre, NTU

Large cohorts (2000+ engineering students)

Pedagogical challenges: correction, feedback, timing

80+ error types (ERG + iTELL + NLP)

Goals:
Error Detection + Feedback
Explore and evaluate possible solutions
Decide on best corrections on their own



Results and Future Directions
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Learning experiment involving 1600 students (paired
assignment) showed promising results

Double blind review
Positive impact 84% of the time

Current focus: improving feedback messages

Slightly expand ERG’s error coverage (e.g. prepositional
selection)
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Zhong & iXue



NTU Learner Corpus of Mandarin Chinese
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21 error-types based on lecturers’ experience

Data was collected from past-exams (≈ 5,600 sentences)
Annotated for error types (≈ 1,600 errors)

1360 sentences (24.3%) contain at least one error

≈ 1.2 errors per (problematic) sentence.

Tagged by two native Mandarin speakers

Data is not open (i.e. research only)



Extending Zhong
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Document type hierarchy

Constrain spurious ambiguity
(e.g. question-phrases, attachment of negation)

Constrain some flexibility
(Determiners without CLs, AP without degree modifiers, etc.)

Added romanization (pinyin) input

Increase lexical and syntactic coverage
Separable verbs (e.g. 生病, 生了病), reduplication, vocab acquisition



Extending Zhong (II)
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Regression Data:
Tokyo University of Foreign Studies

Mandarin Textbook Data

Zhong’s MRS test suite

Regression Results:
≈ 2.5k Sentences Regression

58.36% → 74.55 %

≈ 5% structural, ≈10% lexical/tokenization
lexicon acquisition is incomplete



Where is Structure lacking?

Zhong & iXue 19/28

Classifiers and Numeric Phrase predication
practically non-existent

Comparatives
practically non-existent

Better treatment of passives

把 Imperatives

Argument Changing Complements
duration, state, result, potential

Prepositional Complements
currently a single token with the verb



Mandarin Common Error Classes
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⋆ Other - Other errors requiring correction
⋆ 吗 redundancy (V 不 V, 几, etc.)
⋆ Adjectival predicate sentence

Syntactic position of adverbial clause
中国 vs 中文

⋆ Usage of 和 vs. 也
⋆ 有点儿 vs. 一点儿 mix-up
⋆ Syntactic position of 也 (e.g. before the subject, after the verb)

Emphasizing sentence 是... 的...
Adjectival predicate sentence with 不

⋆ Adjectival predicate sentence without adverbials
⋆ Adjective modifier without degree adverbials

Missing Measure word after 几
Incorrect measure word
Usage of 二 vs. 两
Syntactic order of multiple adverbials 不, 都, 也, etc.
Usage of 不 vs. 没有
Numerical phrase predicate sentence



Semantic Errors
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我说中国。

pron pronoun_q _说_v_1 named(中国) proper_q

TOP

RSTR/H

ARG1/NEQ
ARG2/NEQ

RSTR/H

Some problems are not strictly syntactic
mal-rules are not the best way to deal with them
we can use semantic analysis to flag problems like these
中国 is not a prototypical argument of 说
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Grammarium
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Web-based toolkit for grammar development

DELPH-IN Viz libraries

Grammar Update/Compile (from SVN/GitHub)

Inspect Profiles

Basic Regression Testing Support



Quick Demo
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“This systems corrects language problem”
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