Extracting and Annotating Wikipedia Sub-Domains

— Towards a New eScience Community Resource —

Gisle Ytrestg*, Dan Flickinge®, and Stephan Oep&h

* University of Oslo, Department of Informatics
# Stanford University, Center for the Study of Language aridrination
gisley@fi . uio.no,danf @t anf ord. edu,oe@fi. ui 0. no

Abstract

We suggest a simple procedure for the extraction of Wiki@edb-domains,
propose a plain-text (human and machine readable) corpeisange for-
mat, reflect on the interactions of Wikipedia markup anddistic analysis,
and report initial experimental results in parsing andhesgking a domain-
specific sub-set of Wikipedia content.

1 Motivation and a Long-Term Vision

Linguistically annotated corpora—for English specifigalie Penn Treebank (PTB;
Marcus, Santorini, & Marcinkiewicz, 1993) and derivativesave greatly advanced
research on syntactic and semantic analysis. Howeversibbhan observed re-
peatedly that (statistical) parsers trained on the PTB cap sharply in terms of
parsing accuracy when applied to other data sets (Gildd¢H,, 26ter alios). Ever
since its release, there have been concerns about the satridiglyncratic nature
of the PTB corpus (primarily Wall Street Journal articlesnir the late 1980s), in
terms of its subject matter, genre, and (by now) age. Furtbex—seeing the cost
of initial construction for the PTB, and its still dominamie in data-driven natural
language processing (NLP) for English—design decisiondent&o decades ago
perpetuate (sometimes in undesirable ways) into contesmp@nnotation work.
PropBank (Palmer, Gildea, & Kingsbury, 2005), for examgderforms seman-
tic annotation on the basis of PTB syntactic structuresh shat a discontinuous

*This report on work in progress owes a lot to prior investmaty Woodley Packard, who
started parsing Wikipedia using the ERG as early as 2003. réd/augthermore indebted to Francis
Bond, Yusuke Miyao, and Jan Tore Lgnning, for their encoemagnt and productive comments.
The WeScience initiative is funded by the University of Qsle part of its research partnership with
Stanford’s Center for the Study of Language and Information



structure likeGulf received a takeover biflom Simmons of $50 millior{simpli-
fied from WSJ0178) leads to an analysig@teiveas a four-place relation (with a
dubiousARG4-of role). Quite generally speaking, richly annotated tre&bahat
exemplify a variety of domains and genres (and of courseuagegs other than
English) are not yet available. And neither are broadly ptEmbgold-standard rep-
resentations that adequately support a range of distin€t tdkks and techniques.

In response to a growing interest in so-called eSciencdcagioins of NLP—
computationally intensive, large-scale text processingdivance research and edu-
cation—a lot of current research targets scholarly litegtoften in molecular bi-
ology or chemistry (Tateisi, Yakushiji, Ohta, & Tsuijii, 2B0Rupp, Copestake,
Teufel, & Waldron, 2007; inter alios). Due to the specidlizeature of these do-
mains, however, many NLP research teams—without in-deptiwledge of the
subject area—report difficulties in actually ‘making sérasfeheir data. To make
eScience more practical (and affordable for smaller teams)propose a sim-
ple technique of compiling and annotating domain-specifigpara of scholarly
literature, initially drawing predominantly on encyclape texts from the com-
munity resource Wikipedia. Adapting the Redwoods grammar-based annotation
approach (Oepen, Flickinger, Toutanova, & Manning, 20@4thts task, we ex-
pect to construct and distribute a new treebank of texts mown field, Com-
putational Linguistics, annotated with both syntactic §mapositional) semantic
information—dubbed the WeScience Treebank. Should thpscagh prove fea-
sible and sufficiently cost-effective, we expect that it benadapted to additional
document collections and genres, ideally giving rise—awae—to an increased
repository of ‘community treebanks’, as well as greateriffliiy in terms of gold-
standard representations.

In an initial experiment, we gauge the feasibility of our eggrh and briefly
discuss the interaction of (display) markup and linguiatialysis (§ 2 and § 3); we
further report on a very preliminary experiment in sentesggmentation, parsing,
and annotation (8 4), and conclude by projecting these imexpected release date
for (a first version) of WeScience.

2 Wikipedia—Some Facts and Figures

Wikipedia represents probably the largest and most easdgssible body of text
on the Internet. Under the terms of the open-source GNU Fosmidentation Li-
cense, Wikipedia content can be accessed, used, anditededrfreely. Wikipedia

In 2007 and 2008, the interest in Wikipedia content for NL§ea¥ch has seen a lively increase;
seeht t p: / / www. mkber gman. coni ?p=417 for an overview of recent Wikipedia-based R&D,
most from a Semantic Web point of view.



to date contains more than 1.74 billion words in 9.25 millaticles, in approxi-
mately 250 languages. English represents by far the ldiayagtiage resource, with
more than 1 billion words distributed among 2,543,723 ki€ Its size, hyper-
text nature, and availability make Wikipedia an attractasget for NLP research.

Wikipedia’s editing process distinguishes it from mostastdocuments that
are available on-line. An article may have countless asthod editors. In April
2008, the English Wikipedia received 220,949 edits a dat) witotal of 175,884
distinct editors that month. Wikipedia text provides refglly coherent, relatively
high-quality language, but it inevitably also presents aparatively high de-
gree of linguistic (including stylistic) variation. It ifwis indicative of dynamic,
community-created content (see below).

2.1 Domain-Specific Selection of Text

Our goal in the WeScience Treebank is to extract a sub-doomjpus, targeting
our own research field—NLP. To approximate the notion of &ifigesub-domain
in Wikipedia (or potentially other hyper-linked electroriext), we start from the
Wikipedia category system—an optional facility to assteciarticles with one or
more labels drawn from a hierarchy of (user-supplied) caieg. The category
system, however, is immature and appears far less carefdiptained than the
articles proper. Hence, by itself, it would yield a relalyvpoor demarcation of a
specific subject area.

For our purposes, we chose the categGgmputational Linguisticand all
its sub-categories—which include, among othé&atural Language Processing
Data Mining and Machine Translatior-to activate an initial seed of potentially
relevant articles. Altogether, 355 articles are categorimnderComputational
Linguisticsor any of its sub-categories. However, some of these astedemed
somewhat out-of-domain (see below for examples), and akaez so-called stub
articles or very specific and short, e.g. articles aboutviddal software tools or
companies. It was also apparent that many relevant aracéesot (yet) associated
with either of these categories. To compensate for thediioits in the Wikipedia
category system, we applied a simple link analysis and eouttie humber of
cross-references to other Wikipedia articles from ouidh&eed set. By filtering
out articles with a comparatively low number of cross-refies, we aim to quan-
tify the significance (of all candidate articles) to our dema&xpecting to improve
both the recall and precision of sub-domain extraction.

2Given the highly dynamic nature of Wikipedia, these statisevolve constantly. We report
on the stable ‘release’ snapshot dated July 2008, which @isades the starting point for our
sub-domain extraction. Sée t p: / / en. wi ki pedi a. or g/ wi ki / W ki pedi a for up-to-date
statistics on Wikipedia.



Among the articles that were filtered out from our origindl gleseed articles,
we find examples likeAOLbyPhong0 references) an@omputational Humof1
reference). New articles, differently categorized, warvated based on this ap-
proach. These include quite prominent exampleslieehine learning(34 refer-
ences) Artificial intelligence (33 references) antinguistics (24 references). Of
the 355 seed articles, only 30 articles remain in the finacsigin. Confirming
our expectations, filtering based on link analysis elimédathe majority of very
narrowly construed articles, e.g. specific tools and ent&g.

However, our link analysis and cross-reference metric atsivates a few du-
bious articles (in terms of the target sub-domain), for ep@nunited Stateg8
references). We have deliberately set up our sub-domainaatixtn approach as a
fully automated procedure so far, avoiding any elementaubjestive judgment.
However, we expect to further refine the results based orbfesdfrom the scien-
tific community.

To suppress the linguistically less rewarding stub adiclee further applied
a minimum length threshold (of 2,000 characters, includimaykup) and—using
a minimum of seven incoming cross-references—were lefih w0 Wikipedia
articles and approximately 270,000 tokens.

2.2 Spelling Conventions and Stylistic Variation

English Wikipedia does not conform to one specific (natipapélling convention,
but according to the guidelines for contributors and edjttive language within an
article should be consistent with respect to spelling amadngnar (thuscentreand
centershould not be used side-by-side). Articles are not taggedrdimg to which
variant of English they use, and we have yet to gather statist the distribution
of English variants.

In our view, the WeScience Treebank reflects the kind of curitet is growing
rapidly on the Internet, namely community-created conténtsuch content one
will typically expect more variation in style (and qualifypore spelling mistakes
and ‘imperfect’ grammar, as well as some proportion of taxtdpced by non-
native speakers. The WeScience Treebank may provide d pséftiof reference
for the study of the distribution of such phenomena in comitytareated content.

3 Wikipedia Markup

Wikipedia articles are edited in th&liki Markup Syntaxa straightforward logical
markup language that facilitates on-line rendering (as HM®r display in a web
browser. Again, there are Wikipedia guidelines and conwastfor how to edit or



add content, aiming to keep the architecture and designrasstent as possible.
In preparing the WeScience Treebank we aim to strike a peddialance between
(a) preserving all linguistic content, including potefijiaelevant markup, and (b)
presenting the corpus in a form that is easily accessibl@tio humans and NLP
tools. Thus, we define a textual, line-oriented WeScienahaxge format (see
Section 3.2 for a brief discussion of related, XML-basedr$f and our rationale
for choosing a plain-text format). From the raw source fileS\Mikipedia arti-
cles, we eliminate markup which is linguistically irreleNa—some meta informa-
tion or in-text image data, for example—but aim to presetvenarkup that may
eventually be important for linguistic analysis. Markugicating bulleted lists,
(sub)headings, hyper-links, or specific font properties, éxample, may signal
specialized syntax or use —mention contrasts.

Following are some examples of Wikipedia markup that we tamreserve,
because it closely interacts with ‘core’ linguistic coriten

(1) [10120240]* Design of [[parser]]s or [[phrase chunking|chunkers]]
for [[natural language]]s

(2) [10621290]For example, in the following exampléne’
can stand in fornew car.

The WeScience Treebank provides gold-standard ‘sentéocedaries (some-
times sentential units are not sentences in the linguistitses, see below) with
unique sentence identifiers. Examples (1) and (2) show thmlad/eScience file
format, where each sentence is prefixed by its identifier hed’tseparator sym-
bol. In (1), the initial **" indicates items in a bulleted tigwhich can exhibit vari-
ous specialized syntactic patterns) and the square beasketw Wikipedia hyper-
links. Example (2), on the other hand, shows the usigab€s (the interpretation
of the double apostrophe in Wikipedia markup) for the puepalsquoting; i.e. the
use—mention distinction is made as a font property only. My&hér discuss the
interactions of display markup and syntactic structureSdntion 4.2 below.

3.1 From Source Markup to the WeScience Corpus

Unwanted markup and entire sections from the source atidge been automat-
ically removed, mainly by the use of a large number of regeiqressions. These
are parts of the articles which, as we see it, are irrelevafinguistic analysis,
including entire sections—Ilik&ee AlspReferencesor Bibliography—or links to
images, comments made by other users, and various Wikirgdiaal elements.
Once reduced to what we consider (potentially) relevamguiistic content, we
applied semi-automated sentence segmentation. In a fitstnated step, all line-
breaks were removed from the original source text, and tle®-gpurce package



t okeni zer 3 was used to insert sentence boundaries. This is a rule-tased
which proved very capable as a sentence segmenter. Thedpreceas further
optimized by some customization, based on a manual erreysasiaMost of the er-
rors made by the segmenter could be attributed to ‘mislgadiamaining) markup
in its input ¢ okeni zer, by default, expects ‘pure’ text). For instance, the tool
initially failed to insert segment boundaries between sommabered list elements
(where the Wikipedia markup #, in a sense, takes on thetfanmf sentence-
initial punctuation). We have augmented our pre-procgspipeline with regu-
lar expressions that force segment boundaries in casegwbkeni zer failed.
Furthermore, we are currently experimenting with an addél layer of ‘tempo-
rary simplification’ for the sentence segmentation steg. rrarkup elements that
can be asserted to never span segment boundaries (Wikipgadia<sour ce>
and<code> blocks, for example), segments of original text are temiilgree-
placed with simplified, placeholder tokens. Once sentelegensntation is com-
plete, these replacements are reverted.

A second round of error analysis on a sub-set of 1,000 segnseigfgests a
residual error rate of about 4 per cent, with half of thesépesparation errors due
to incomplete handling of wiki mark-up (e.g. femrmat h> and<code> blocks,
colons marking indentation, and some hyperlinks). Theradtiaf of these errors
are due to missing or spurious sentence breaks (often dusugual punctuation
clusters), and to confusion of picture captions or sectieaders with main text.
After one more round of tuning of these preparation scripts,will manually
inspect and correct segment boundaries as we treebank.

The WeScience exchange format presents one sentence g@einliimostly)
plain text form. Unique eight-digit sentence identifiers\pde ease of reference
and are coded in a form that directly points back to the oaigsource article
(first three digits). The approximately 270,000 tokens mdbrpus in our current
selection amount to about 14,000 sentences, ranging upSidck&ns in length
(excluding markup), with a relatively dense distributignto about 50 tokens (e.g.
107 sentences are between 50 and 55 tokens long). Senteacsanaecutively
distributed across 16 files (‘sections’ of a sort), wherehesaction comprises up
to 1,000 sentences, and no article is split between two files.

3.2 Related Initiatives

There are of course numerous other NLP initiatives who ldoWikipedia text
as a corpus. One such resource is the WikiXML initiative at ltformation and

3Seehttp://ww. ci s. uni - nuenchen. de/ ~wast | / ni sc/ for background and ac-
cess.



Language Processing Systems group of the University of &maim.The project
web site summarizes:

Our XML version of Wikipedia was designed to serve as a niirlijual text
collection for experiments in Information Retrieval andtital Language
Processing, in particular, in the context of Cross-Languagaluation Forum
(CLEF). (http://ilps.science.uva.nl/WKki XM./)

Besides providing XML snapshots of Wikipedia in variousgaages, Wiki-
XML offers a conversion tool that can be used to convert iedifrom Wikipedia
Markup to XML format. In a sense, this step can be viewed asmgadrticle and
markup more explicit, forcing it into the more rigid schenfeaovalidated XML
document. The Amsterdam initiative is just one of severajgmts which convert
Wikipedia native format to XML, typically with the explicior implied goal of
easing NLP tasks on Wikipedia text. WikipediaXML (DenoyeG&llinari, 2006),
for example, is another closely related initiative.

Although projects like these clearly pull in the same dimttas ours with
respect to preparing Wikipedia-based NLP corpora, we halibetately decided
against XML markup and, thus, were left developing our oweppocessing and
conversion tools. First, in principle Wikipedia markup @slass explicit than XML,
nor are document validation techniques restricted to XMk {Vikipedia server in-
frastructure, in a sense, validates Wikipedia markup etierg it renders an article
for on-line browsing). But largely owed to its compactness design aiming to fa-
cilitate source-level editing, we find that Wikipedia maplkstrikes a better balance
between machine and human readability.

Second, and more importantly, the central unit of analysisur setup is the
sentence. For increased flexibility in manipulating WeBcgefiles, we want it to
be the case that both individual sentences and any contiateiod sentences are
valid structural units. Thus, in the tradition of the Un*xespting system, we have
opted for a textual, line-oriented exchange format. In XM, the other hand,
there is no straightforward way of concatenating multippeuments into a new,
valid document. In treebanking Wikipedia text, the docutdewel token structure
and linguistic tokenization need not always be compatibieexample (1) above,
for example, the sub-stringnatural language]]s would likely be considered two
document tokens (one being a Wikipedia link, with a juxtagebstring tokers),
but in terms of syntactic structutanguageswill have to be a single word form.
Where Wikipedia markup can leave document token structopdicit, our parsing
and treebanking machinery (see Section 4) keeps track giistic token posi-
tions in terms of character position stand-off pointers.né¢e it is possible for
languagesto span a character range that does not coincide with doduieen
token boundaries.



4 Initial Parsing and Treebanking Results

In annotating the WeScience Treebank, we plan to apply tegrar- and discri-
minant-based approach of Oepen et al. (2004)—the opereasbinGO Redwoods
environment, based on the LinGO English Resource GramnRG(Elickinger,
2000)# In the Redwoods approach, the treebank records the congyletacto-
semantic analyses provided by the grammar (in the HPSG Wwankg coupled
with tools to extract different kinds of linguistic represation (at variable granula-
rity)—primarily labeled syntax trees, ‘deep’ dependentryures, and logical-
form meaning representations. Annotation in Redwoods asdo disambigua-
tion among the candidate analyses proposed by the gramrdaofoourse, an-
alytical inspection of the final result. To gauge the fedisib{and scalability) of
this approach, we performed an initial ‘blind’ experimeaqplying the ERG to the
complete WeScience corpus and asking an expert linguigstondbiguate two of
the 16 sections. To the best of our knowledge, the ERG haseaw@st previously
adapted for Wikipedia text, hence it is to be expected thdeally in joint work
with the LinGO team—grammar and parser performance canrbgefumproved.

4.1 An ‘Out-of-the-Box’ Experiment

For this initial experiment, we constructed another layeregular expressions
(thirteen in total), to simply eliminate Wikipedia markugqy to parsing® Basic
parsing coverage of the corpus with the ERG reached 86 pexith variation of
up to 5 per cent in either direction for any one of the 16 sestid-or each sentence,
we recorded up to 500 highest-ranked analyses, using xjsting parse-selection
model (for a different domain, viz. hiking instructionsh this initial experiment,
we also imposed relatively restrictive resource limitstomtime and memory usage
permitted for any one sentence (a maximum of one gigabyteoicegs size or one
minute in cpu time). The average number of tokens in eacleseatis 17.9, and
(using this specific configuration) we observed averageeptmses per sentence
(to produce up to 500 analyses for treebanking) of just béiwsvseconds.

We were positively impressed with comparatively good peysioverage in this
‘out-of-the-box’ experiment, applying the ERG to a new geand subject aréa.

“The Redwoods approach is essentially a scaled-up adaptdtibe techniques originally pro-
posed by Carter (1997). Grammar- and discriminant-basedtation has been applied successfully
to multiple languages and frameworks, for example by Bouaa,Noord, & Malouf (2001) and
Rosén, De Smedt, & Meurer (2006), inter alios.

SFor reasons discussed briefly in § 3 above, this simple-rdiagroach may inhibit successful
analysis in some cases. In future experiments we aim tolzolde with the ERG developers on a
genuine integration of pre-processing and parsing (usiagramework of Adolphs et al., 2008).

5The grammar includes an unknown word facility, postulatimglerspecified lexical entries for



From earlier Redwoods reports, however, it is to be expdtizidbasic parse suc-
cess does not necessarily indicate the existenceofractanalysis. To determine
the expected proportion of invalid analyses, we manuaéigtinnked (using the
Redwoods discriminant machinery) all inputs that parsethftwo sections of the
16 sections. This exercise indicated a (relatively higigation rate of nearly 30
percent, i.e. during treebanking the annotator only fourdraect analysis for a
little more than 70 percent of all sentendes.

Combining 14 percent parse failures and a 30-percent i@jecite during tree-
banking, our prelimary experiment arrives at a fully cotragalysis for about 60
percent of the segments in the WeScience corpus. Thesesasalye ‘correct’
according to the linguistic assumptions of the HPSG framkwaad its implemen-
tation in the ERG, and as such they provide comparativelydnaged syntacto-
semantic information—at moderate annotation cost. Tdh&urput these results
into perspective, and of course to estimate to what degreecam hope to reduce
treebank ‘gaps’ (introduced by either parse or annotaadarte), we applied a first
manual error analysis to the same two treebanked sectidns.pifocess revealed
a number of distinct sources of failure, grouped as eithertsbmings incorpus
preparationor analysis errors Table 1 shows a more detailed break-down of fail-
ure types, including a rough estimate (based on our sefecfitwo sections) of
the percentage of items affected in the full corpus.

4.2 Integrating Markup and Syntactic Analysis

As pointed out earlier, in some cases markup propertiecttiraffect linguis-
tic analysis. A prominent such example is the use of italica function similar
to quotation (drawing use —mention distinctions or demarggoreign language
material), as we saw in example (2) above. To abstract fr@nctincrete syn-
tax of a specific markup language (like Wikipedia, HTML, 6fgX), we have
started to augment the ERG analysis grammar with selectatesits of ambstract
Grammatical Markup Language (dubbed GML). During inputjmrecessing for
the parser, for example, italicized words or phrases arlweed in ‘opening’ and
‘closing italics’ tokens:ji new car i}, for part of example (2).

Parser-internally, GML tokens like these are treated miia punctuation
marks, i.e. in the approach of Adolphs et al. (2008) suchriskee re-combined

open class categories on the basis of a standard PoS taggehe @ther hand, the configuration
we used doesotinclude additional robustness measures, i.e. the pardieiailin case there is no
complete analysis, spanning the full input string.

"For comparison, Oepen et al. (2004) report a ten percenti@jerate. However, in their exercise
they were treebanking considerably easier text (transdribsk-oriented dialogues), and working in
a domain for which the ERG had been carefully adapted already



Corpus Preparation

1% | missing sentence breaks, spurious sentence breaks, atektos
1% | confusion of picture captions or section headers with maih t
2% | mark-up handling, such asrat h> blocks and special environments

Parsing Errors

4% | resource limitations (cpu time or size of search space)

5% | named-entity and other unknown-word handling problems
10% | parse ranking: good analysis likely available, but not jm %00
15% | grammar shortcomings, e.g. pseudopassivesq referred to ap

1% | text errors: typos, missing determineits,vs. it's confusion, etc.

1% | miscellaneous: tagger errors, foreign language illusimaf etc.

Table 1: Distribution of coarse-grained error types, idalg some examples and
estimated overall percentages.

with adjacent ‘regular’ tokens (i.e. non-markup and nongiuation ones) and then
syntactically analyzed as pseudo-affixes. This approashthebenefit of elimi-
nating attachment ambiguities for punctuation and marklkers (they always
attach lowest, i.e. lexically), and furthermore it yieldpexfect predictor of stan-
dard whitespace conventions around punctuation marks-rasnfor example,
are pseudo-suffixes; opening parentheses, on the othey &ignpdseudo-prefixes.
Aligning the treatment of some markup with the existing ggial of punctuation
provides a fruitful starting hypothesis for our WeSciengpagiments. In the case
of italicized phrases, the grammar is thus enabled to applgxisting apparatus
for ‘recognizing’ quoted expressions (as an uninterpresadctly left-branching
binary tree). Once a complete, properly bracketed phrasecizgnized, unary
rules map the corresponding constituent into a suitabléasyin category, in this
case a proper name.

5 Outlook—The Immediate and Mid-Term Future

We embarked on the WeScience effort primarily to enable eur tesearch (on
large-scale semantic parsing of scholarly literaturegfdénformation extraction,
and ontology learning). But we believe it is worth documegtbur results, even in
this early stage, because Wikipedia (and other) sub-doomaora could develop
into valuable NLP resources; particularly so, if we can firmys/of extending the
Wikipedia ‘community’ approach from creating the origimaintent to the creation
of additional linguistic annotation.



In our view, our very preliminary results are encouragingrialtiple ways.
The combination of an initial seed of documents (in our casgved from the
Wikipedia category system, no matter how immature its curséatus) and simple
link cardinality analysis provides a straightforward wdysob-domain extraction.
Seeing remaining fuzziness in the notion of our ‘target dom@e. NLP-related
articles), we see no objective metric to gauge the succemsranfitial experiment.
But in informal presentations to multiple (external) caligies, we have found our
intuition confirmed that our current WeScience collectighibts a (much) greater
degree of domain coherence than the original seed set.

Pre-processing a richly marked-up hypertext for NLP puegesfinding a good
balance between human and machine readability, on the avtk &ad preserving
anything that potentially has bearing on linguistic conten the other hand—is a
challenging exercise in its own right. Through an early put#lease of the We-
Science corpus, we hope to be able to gather community fekdirathis aspect
of our proposal.

As regards the application of off-the-shelf NLP tools—s&ige segmentation,
grammatical analysis, and discriminant-based treebgrkand the interactions of
document mark-up and linguistic analysis, our simple-rathéxperiments seem
to suggest both a basic level of feasibility and a substargimaining potential
for improvement. As in most (precision-oriented) NLP, wpest that an iterative
feedback loop of in-depth error analysis and careful adiaptaf the processing
pipeline (both at the corpus creation and parsing layerl fadilitate substantial
improvements in segmentation, parsing, and treebankih. work, in itself, will
illuminate relevant linguistic properties of Wikipedi&é content, and of course of
the open-source NLP resources involved.

Even with substantial improvements in treebanking coveragy up to the
levels reported by Oepen et al. (2004) (of about 85 percemgctually make the
WeScience Treebank useful ar@ebank we will need to address the problem of
remaining coverage gaps (i.e. out-of-scope inputs fromER& perspective; be
that owed to actual non-grammaticality or lacking gramoatcoverage). We ex-
pect to adapt the robust parsing approach of Zhang & Kordt0g), extend it to
facilitate robust meaning composition, and integrate ithe Redwoods environ-
ment with a novel facility for post-editing (this is similtr the techniques used in
the construction of the Alpino treebank; Bouma et al., 2001)

The success of open-source projects and particularly thexLoperating sys-
tem is at times attributed to threlease early, release oftggaradigm used suc-
cessfully to coordinate the efforts of distributed comntiesiof developers. In the
hope that our WeScience efforts may stimulate adaptatioatigrs, we plan to



release a first version in early 2089his version will minimally provide a stable
selection of in-domain articles and gold-standard semteegmentation. A com-
plete, treebanked version—though excluding a residualgméage of out-of-scope
items—will be made available in the first half of 2009. In joimork with the
LinGO team, we expect to adapt both the grammar (extend orowedinguistic
analyses) and parsing technology in the light of the We$ei@xperience.
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